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[Chap 9] Point Estimation.
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[9.1] Intro:
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[9.2] Some Methods of Estimation.
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k is the number of parameters in the distribution you are estimating
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Two parameters to estimate, so use two sample moments
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Two parameters to estimate, so use two sample moments
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Sometimes the mle is not easily solved for (either explicitly, you are lazy, or you want to avoid taking derivatives.)

In cases like this, you need to use iterative methods for solving for the mle.  There are several options, but I will only illustrate and teach you one:  The Newton Raphson Method.
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                                               R Code:
mle = function(x) {
    n=length(x)
    eps=0.000000001
    c = mean(log(x)) - log(mean(x))
    g = function(k) = { log(k) - digamma(k) + c }
    gp = function(k) = { 1/k - trigamma(k) }
    # Use the MME for kappa as the initial guess:
    k = n/(n-1)*mean(x)^2/var(x)
    diff = 2 #any number larger than eps
    while ( abs(diff) > eps ) {
        diff = g(k)/gp(k)
        k = k - diff
    }
    c(scale=mean(x)/k,shape=k)
}

## Now an example of how to use the above function:
# Generate some random data from a GAM(9,5) dist:
x = rgamma(1000,shape=5,scale=9)

# This should find the mles to the shape and scale parameters:
# The scale parameter should be close to 9
# and the shape close to 5
mle(x)
# Run this to see what it gives you!  You should be able to copy and paste this text into any editor.    
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It also converges very fast - it has quadratic convergence, which means that when it is close enough, the number of digits that are correct DOUBLE each iteration
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First load the mle function into R.   As an example, next generate random data from a gamma distribution
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Then run mle(x) to find the MLE.  It will return MLEs to both the scale and shape parameters


